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QOS IN A SYSTEM WITH END-TO-END
FLOW CONTROL AND QOS AWARE
BUFFER ALLOCATION

BACKGROUND

1. Technical Field

Methods and example implementations described herein
are directed to interconnect architecture, and more specifi-
cally, implementing Quality of Service (QoS) in a system
with end-to-end flow control and QoS aware buffer alloca-
tion.

2. Related Art

The number of components on a chip is rapidly growing
due to increasing levels of integration, system complexity
and shrinking transistor geometry. Complex System-on-
Chips (SoCs) may involve a variety of components e.g.,
processor cores, DSPs, hardware accelerators, memory and
1/0, while Chip Multi-Processors (CMPs) may involve a
large number of homogenous processor cores, memory and
1/0 subsystems. In both SoC and CMP systems, the on-chip
interconnect plays a role in providing high-performance
communication between the various components. Due to
scalability limitations of traditional buses and crossbar based
interconnects, Network-on-Chip (NoC) has emerged as a
paradigm to interconnect a large number of components on
the chip. NoC is a global shared communication infrastruc-
ture made up of several routing nodes interconnected with
each other using point-to-point physical links.

Messages are injected by the source and are routed from
the source node to the destination over multiple intermediate
nodes and physical links. The destination node then ejects
the message and provides the message to the destination. For
the remainder of this application, the terms ‘components’,
‘blocks’, ‘hosts’ or ‘cores’ will be used interchangeably to
refer to the various system components which are intercon-
nected using a NoC. Terms ‘routers” and ‘nodes’ will also be
used interchangeably. Without loss of generalization, the
system with multiple interconnected components will itself
be referred to as a ‘multi-core system’.

There are several topologies in which the routers can
connect to one another to create the system network. Bi-
directional rings (as shown in FIG. 1(a)), 2-D (two dimen-
sional) mesh (as shown in FIG. 1(6)) and 2-D Torus (as
shown in FIG. 1(c)) are examples of topologies in the related
art. Mesh and Torus can also be extended to 2.5-D (two and
half dimensional) or 3-D (three dimensional) organizations.
FIG. 1(d) shows a 3D mesh NoC, where there are three
layers of 3x3 2D mesh NoC shown over each other. The
NoC routers have up to two additional ports, one connecting
to a router in the higher layer, and another connecting to a
router in the lower layer. Router 111 in the middle layer of
the example has both ports used, one connecting to the
router at the top layer and another connecting to the router
at the bottom layer. Routers 110 and 112 are at the bottom
and top mesh layers respectively, therefore they have only
the upper facing port 113 and the lower facing port 114
respectively connected.

Packets are message transport units for intercommunica-
tion between various components. Routing involves identi-
fying a path composed of a set of routers and physical links
of the network over which packets are sent from a source to
a destination. Components are connected to one or multiple
ports of one or multiple routers; with each such port having
a unique ID. Packets carry the destination’s router and port
1D for use by the intermediate routers to route the packet to
the destination component.
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Examples of routing techniques include deterministic
routing, which involves choosing the same path from Ato B
for every packet. This form of routing is independent from
the state of the network and does not load balance across
path diversities, which might exist in the underlying net-
work. However, such deterministic routing may imple-
mented in hardware, maintains packet ordering and may be
rendered free of network level deadlocks. Shortest path
routing may minimize the latency as such routing reduces
the number of hops from the source to the destination. For
this reason, the shortest path may also be the lowest power
path for communication between the two components.
Dimension-order routing is a form of deterministic shortest
path routing in 2-D, 2.5-D, and 3-D mesh networks. In this
routing scheme, messages are routed along each coordinates
in a particular sequence until the message reaches the final
destination. For example in a 3-D mesh network, one may
first route along the X dimension until it reaches a router
whose X-coordinate is equal to the X-coordinate of the
destination router. Next, the message takes a turn and is
routed in along Y dimension and finally takes another turn
and moves along the Z dimension until the message reaches
the final destination router. Dimension ordered routing may
be minimal turn and shortest path routing.

FIG. 2(a) pictorially illustrates an example of XY routing
in a two dimensional mesh. More specifically, FIG. 2(a)
illustrates XY routing from node ‘34’ to node 00°. In the
example of FIG. 2(a), each component is connected to only
one port of one router. A packet is first routed over the x-axis
till the packet reaches node ‘04’ where the x-coordinate of
the node is the same as the x-coordinate of the destination
node. The packet is next routed over the y-axis until the
packet reaches the destination node.

In heterogeneous mesh topology in which one or more
routers or one or more links are absent, dimension order
routing may not be feasible between certain source and
destination nodes, and alternative paths may have to be
taken. The alternative paths may not be shortest or minimum
turn.

Source routing and routing using tables are other routing
options used in NoC. Adaptive routing can dynamically
change the path taken between two points on the network
based on the state of the network. This form of routing may
be complex to analyze and implement.

A NoC interconnect may contain multiple physical net-
works. Over each physical network, there may exist multiple
virtual networks, wherein different message types are trans-
mitted over different virtual networks. In this case, at each
physical link or channel, there are multiple virtual channels;
each virtual channel may have dedicated buffers at both end
points. In any given clock cycle, only one virtual channel
can transmit data on the physical channel.

NoC interconnects may employ wormhole routing,
wherein, a large message or packet is broken into small
pieces known as flits (also referred to as flow control digits).
The first flit is the header flit, which holds information about
this packet’s route and key message level info along with
payload data and sets up the routing behavior for all sub-
sequent flits associated with the message. Optionally, one or
more body flits follows the head flit, containing the remain-
ing payload of data. The final flit is the tail flit, which in
addition to containing the last payload also performs some
bookkeeping to close the connection for the message. In
wormhole flow control, virtual channels are often imple-
mented.

The physical channels are time sliced into a number of
independent logical channels called virtual channels (VCs).
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VCs provide multiple independent paths to route packets,
however they are time-multiplexed on the physical channels.
A virtual channel holds the state needed to coordinate the
handling of the flits of a packet over a channel. At a
minimum, this state identifies the output channel of the
current node for the next hop of the route and the state of the
virtual channel (idle, waiting for resources, or active). The
virtual channel may also include pointers to the flits of the
packet that are buffered on the current node and the number
of flit buffers available on the next node.

The term “wormhole” plays on the way messages are
transmitted over the channels: the output port at the next
router can be so short that received data can be translated in
the head flit before the full message arrives. This allows the
router to quickly set up the route upon arrival of the head flit
and then opt out from the rest of the conversation. Since a
message is transmitted flit by flit, the message may occupy
several flit buffers along its path at different routers, creating
a worm-like image.

Based upon the traffic between various end points, and the
routes and physical networks that are used for various
messages, different physical channels of the NoC intercon-
nect may experience different levels of load and congestion.
The capacity of various physical channels of a NoC inter-
connect is determined by the width of the channel (number
of physical wires) and the clock frequency at which it is
operating. Various channels of the NoC may operate at
different clock frequencies, and various channels may have
different widths based on the bandwidth requirement at the
channel. The bandwidth requirement at a channel is deter-
mined by the flows that traverse over the channel and their
bandwidth values. Flows traversing over various NoC chan-
nels are affected by the routes taken by various flows. In a
mesh or Torus NoC, there may exist multiple route paths of
equal length or number of hops between any pair of source
and destination nodes. For example, in FIG. 2(b), in addition
to the standard XY route between nodes 34 and 00, there are
additional routes available, such as YX route 203 or a
multi-turn route 202 that makes more than one turn from
source to destination.

In a NoC with statically allocated routes for various traffic
slows, the load at various channels may be controlled by
intelligently selecting the routes for various flows. When a
large number of traffic flows and substantial path diversity is
present, routes can be chosen such that the load on all NoC
channels is balanced nearly uniformly, thus avoiding a single
point of bottleneck. Once routed, the NoC channel widths
can be determined based on the bandwidth demands of flows
on the channels. Unfortunately, channel widths cannot be
arbitrarily large due to physical hardware design restrictions,
such as timing or wiring congestion. There may be a limit on
the maximum channel width, thereby putting a limit on the
maximum bandwidth of any single NoC channel.

Additionally, wider physical channels may not help in
achieving higher bandwidth if messages are short. For
example, if a packet is a single flit packet with a 64-bit
width, then no matter how wide a channel is, the channel
will only be able to carry 64 bits per cycle of data if all
packets over the channel are similar. Thus, a channel width
is also limited by the message size in the NoC. Due to these
limitations on the maximum NoC channel width, a channel
may not have enough bandwidth in spite of balancing the
routes.

To address the above bandwidth concern, multiple paral-
lel physical NoCs may be used. Each NoC may be called a
layer, thus creating a multi-layer NoC architecture. Hosts
inject a message on a NoC layer; the message is then routed
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to the destination on the NoC layer, where it is delivered
from the NoC layer to the host. Thus, each layer operates
more or less independently from each other, and interactions
between layers may only occur during the injection and
ejection times. FIG. 3(a) illustrates a two layer NoC. Here
the two NoC layers are shown adjacent to each other on the
left and right, with the hosts connected to the NoC replicated
in both left and right diagrams. A host is connected to two
routers in this example—a router in the first layer shown as
R1, and a router is the second layer shown as R2. In this
example, the multi-layer NoC is different from the 3D NoC,
i.e. multiple layers are on a single silicon die and are used
to meet the high bandwidth demands of the communication
between hosts on the same silicon die. Messages do not go
from one layer to another. For purposes of clarity, the present
application will utilize such a horizontal left and right
illustration for multi-layer NoC to differentiate from the 3D
NoCs, which are illustrated by drawing the NoCs vertically
over each other.

In FIG. 3(b), a host connected to a router from each layer,
R1 and R2 respectively, is illustrated. Each router is con-
nected to other routers in its layer using directional ports
301, and is connected to the host using injection and ejection
ports 302. A bridge-logic 303 may sit between the host and
the two NoC layers to determine the NoC layer for an
outgoing message and sends the message from host to the
NoC layer, and also perform the arbitration and multiplexing
between incoming messages from the two NoC layers and
delivers them to the host.

In a multi-layer NoC, the number of layers needed may
depend upon a number of factors such as the aggregate
bandwidth requirement of all traffic flows in the system, the
routes that are used by various flows, message size distri-
bution, maximum channel width, etc. Once the number of
NoC layers in NoC interconnect is determined in a design,
different messages and traffic flows may be routed over
different NoC layers. Additionally, one may design NoC
interconnects such that different layers have different topolo-
gies in number of routers, channels and connectivity. The
channels in different layers may have different widths based
on the flows that traverse over the channel and their band-
width requirements.

FIG. 4 illustrates an example configuration of a NoC
agent 400. NoC agent, such as agent 400-1 may include a
memory 401 that has a buffer for accepting data such as
packets or flits. The buffer may be divided into several
addresses, which can be allocated to the data in response to
a request for accepting data from another NoC agent such as
400-2, 402-3, . . ., 402-n, collectively referred to as NoC
Agent 400. NoC agent such as 400-1 may be communica-
tively coupled to one or more other NoC agents 400-i
depending on the configuration of the NoC, wherein, once
coupled, NoC 400-1 may receive data from other NoC
agents 400-2 to 400-» and store the data in the buffer of
memory 401 when received.

If a NoC agent 400 processes and accepts requests indis-
criminately, problems may arise in optimizing bandwidth
allocation. In particular, if a NoC agent 400 is an endpoint
(e.g., a resource such as memory or I/O), allocating endpoint
bandwidth among a number of NoC agents 400 may not be
trivial to resolve.

SUMMARY

The present disclosure is directed to Quality of Service
(QoS) and handshake protocols to facilitate endpoint band-
width allocation among one or more agents in a Network on
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Chip (NoC) for an endpoint agent. The QoS policy and
handshake protocols may involve use of credits for buffer
allocation, wherein the credits are sent to agents in the NoC
to compel acceptance of data and allocation of an appropri-
ate buffer. Messages sent to NoC agents may also have a
priority associated with the message, wherein higher priority
messages have automatic bandwidth allocation and lower
priority messages are processed using a handshake protocol.

Aspects of the present application may include a method,
which involves processing a request for accepting data from
a requesting agent associated with a Network on Chip
(NoC), wherein processing can include receiving data, at
receiving NoC agent, associated with the request when the
request is associated with a credit for buffer allocation and
utilizing a handshake protocol to process the request when
the request is not associated with the credit for buffer
allocation. In an implementation, handshake protocol can
include determination of whether a buffer is available for
receiving data associated with the request, wherein in case
a determination, indicative of the buffer being available for
receiving data, is made, a credit can be issued for buffer
allocation to the requesting NoC agent. On the other hand,
in case a determination, indicative of the buffer not being
available for accepting data, is made, the requesting NoC
agent can be notified with an indication of the buffer not
being available.

Aspect of present application may include a computer
readable storage medium storing instructions for executing
a process. The instructions may involve processing a request
for accepting data from a requesting agent associated with a
Network on Chip (NoC), wherein processing can include
receiving data, at receiving NoC agent, associated with the
request when the request is associated with a credit for buffer
allocation and utilizing a handshake protocol to process the
request when the request is not associated with the credit for
buffer allocation. In an implementation, handshake protocol
can include determination of whether a buffer is available for
receiving data associated with the request, wherein in case
a determination, indicative of the buffer being available for
receiving data, is made, a credit can be issued for buffer
allocation to the requesting NoC agent. On the other hand,
in case a determination, indicative of the buffer not being
available for accepting data, is made, the requesting NoC
agent can be notified with an indication of the buffer not
being available.

Aspects of present application may include a method,
which involves, for a network on chip (NoC) configuration,
including a plurality of cores interconnected by a plurality of
NoC agents/routers in a heterogenous or heterogenous mesh,
ring, or torus arrangement, allocating one or more buffers to
one or more agents associated with a Network on Chip
(NoC) based on a Quality of Service (QoS), and sending one
or more credits for buffer allocation to the one or more
agents based on the allocation. In an implementation, one or
more buffers can be reserved for one or more NoC agents
that require a reserve buffer based on the QoS policy.

Aspects of the present application may include a system,
which involves, a processor that can be configured to
execute one or more modules including a memory controller
module, wherein the memory controller module can be
configured to generate instructions for transmitting data/
packets into/from memory controllers of one or more agents
of NoC. Module can also be configured to facilitate Quality-
of-Service (QoS) through various protocols such as a QoS
policy, handshaking protocols, and other protocols depend-
ing on desired implementations, wherein the module can
either configured within each memory controller of respec-
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tive NoC agent, or in a group/sub-group of controllers, or
can be externally implemented to control and be operatively/
communicatively coupled with respective memory control-
lers. Instructions of the module can be configured to facili-
tate interaction between the data/packet requesting NoC
agents and receiving NoC agents. Such instructions, for
instance, can be implemented on a non-transitory computer
readable medium and configured to process a request for
accepting data, wherein the module may determine whether
to act on the request or deny the request. Module may also
be configured to implement and allocate bandwidth to
associated NoC agents based on a QoS policy by issuing
credits for buffer allocation, thereby behaving as a QoS
policy allocator (QPA).

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1(a), 1(b) 1(c) and 1(d) illustrate examples of
Bidirectional ring, 2D Mesh, 2D Torus, and 3D Mesh NoC
Topologies.

FIG. 2(a) illustrates an example of XY routing in a related
art two dimensional mesh.

FIG. 2(b) illustrates three different routes between a
source and destination nodes.

FIG. 3(a) illustrates an example of a related art two layer
NoC interconnect.

FIG. 3(b) illustrates the related art bridge logic between
host and multiple NoC layers.

FIG. 4 illustrates an example configuration of a NoC
agent.

FIG. 5 illustrates an example configuration of a NoC
agent in accordance with an example implementation.

FIG. 6 illustrates an example implementation of a flow
diagram for processing a request to accept data in accor-
dance with an example implementation.

FIG. 7(a)-(f) illustrates an example implementation
involving a handshake protocol for transmission of data
from requesting NoC agent to receiving NoC agent.

FIG. 8(a)-(d) illustrates an example involving preemptive
issuance of credits by a memory controller in accordance
with an example implementation.

FIG. 9 illustrates a computer system block diagram upon
which example implementations described herein may be
implemented.

DETAILED DESCRIPTION

The following detailed description provides further
details of the figures and example implementations of the
present application. Reference numerals and descriptions of
redundant elements between figures are omitted for clarity.
Terms used throughout the description are provided as
examples and are not intended to be limiting. For example,
the use of the term “automatic” may involve fully automatic
or semi-automatic implementations involving user or
administrator control over certain aspects of the implemen-
tation, depending on the desired implementation of one of
ordinary skill in the art practicing implementations of the
present application.

Example implementations described herein are directed to
end-to-end flow control for data transmitted within a NoC.
By implementation of a flow control, agents that submit a
request to send data are configured to send data only when
allowed by the receiving NoC agent. In another example
implementation, requesting agent obtains permission from
receiving agent before the requesting agent can send data. In
another example implementation, permission can be granted
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by the requesting agent when the requesting agent has space
in memory. In another implementation, all data sent by the
requesting agent must be accepted by the receiving agent,
and therefore the receiving agent must have pre-allocated
buffers to accept data.

FIG. 5 illustrates an example configuration of a NoC
agent 500 in accordance with an example implementation of
the present disclosure. In an exemplary embodiment, pro-
posed system architecture can include multiple NoC agents/
nodes 500-1, 500-2, 500-3, . . ., 500-», collectively referred
to as 500 hereinafter. Each NoC agent such as 500-1 can
include a memory 504 operatively coupled with a memory
controller 502, which is configured to facilitate Quality-of-
Service (QoS) through various protocols such as a QoS
policy, handshaking protocols, and other protocols depend-
ing on desired implementations. Memory controller 502 can
be configured to facilitate interaction between the NoC agent
500-1 and other NoC agents 500-2 to 500-». For instance,
when memory controller 502 processes a request for accept-
ing data, the controller 502 may determine whether to act on
the request or deny the request. Memory controller 502 may
also initially allocate bandwidth to associated NoC agents
500 based on a QoS policy by issuing credits for buffer
allocation, thereby behaving as a QoS policy allocator
(QPA).

In an embodiment, various policies can be configured in
memory controller 502 based on desired implementations.
For example, QoS can be enforced based on a handshake
protocol between NoC agent 500-1 and other NoC agents
500. Each NoC agent in the NoC can also be configured with
its own memory controller 502 so that the NoC can keep its
buffers empty when possible, thereby reducing traffic con-
gestion. Memory controller 502 can achieve this by using
end-to-end flow control as described in implementations
below to reduce traffic congestion. QoS policy allocator
(QPA) and handshake protocols implemented by/in a con-
troller 502 can facilitate the end-to-end flow control.

In another embodiment, memory controller 502 can be a
dedicated hardware for handling requests of other agents of
the NoC or may also be in the form of a computer readable
medium storing instructions for facilitating the requests.
Computer readable medium may take the form of a non-
transitory computer readable storage medium or a computer
readable signal medium as described below. Memory con-
troller 502 may also be implemented as a processor for its
respective NoC agent.

According to one embodiment, the present disclosure is
directed to Quality of Service (QoS) and handshake proto-
cols to facilitate endpoint bandwidth allocation among one
or more agents in a Network on Chip (NoC) for an endpoint
agent. The QoS policy and handshake protocols may involve
use of credits for buffer allocation, wherein the credits are
sent to agents in the NoC to compel acceptance of data and
allocation of an appropriate buffer. Messages sent to NoC
agents may also have a priority associated with the message,
wherein higher priority messages have automatic bandwidth
allocation and lower priority messages can be processed
using a handshake protocol.

Aspects of the present application may include a method,
which involves processing a request for accepting data from
a requesting agent associated with a Network on Chip
(NoC), wherein processing can include receiving data, at
receiving NoC agent, associated with the request when the
request is associated with a credit for buffer allocation and
utilizing a handshake protocol to process the request when
the request is not associated with the credit for buffer
allocation. In an implementation, handshake protocol can
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include determination of whether a buffer is available for
receiving data associated with the request, wherein in case
a determination, indicative of the buffer being available for
receiving data, is made, a credit can be issued for buffer
allocation to the requesting NoC agent. On the other hand,
in case a determination, indicative of the buffer not being
available for accepting data, is made, the requesting NoC
agent can be notified with an indication of the buffer not
being available. In an implementation, the step of determin-
ing indication relating to availability of buffer can further
include the step of instructing the requesting NoC agent to
wait for an issuance of the credit for buffer allocation. In
another example implementation, such an indication can be
associated with a time interval for the requesting NoC agent
to resend the request upon an elapse of the time interval,
wherein the time interval can be determined by one or a
combination of the NoC agent and the indication.

Aspects of present application may also include a method,
which involves, for a network on chip (NoC) configuration,
including a plurality of cores interconnected by a plurality of
NoC agents/routers in a heterogenous or heterogenous mesh,
ring, or torus arrangement, allocating one or more buffers to
one or more agents associated with a Network on Chip
(NoC) based on a Quality of Service (QoS), and sending one
or more credits for buffer allocation to the one or more
agents based on the allocation. In an implementation, one or
more buffers can be reserved for one or more NoC agents
that require a reserve buffer based on the QoS policy. In an
example implementation, allocation of one or more buffers
can be done to one or more NoC agents based on the QoS
policy, from a pool of buffers.

In another example implementation, method of the pro-
posed architecture can include processing a request for
accepting data from a requesting NoC agent and evaluating
priority of the request. The method can further include
determining whether the evaluated priority is ‘high’, in
which case a credit can be allocated for buffer allocation to
the requesting agent. On the other hand, in case it is
determined that the priority is not ‘not high’, the requesting
NoC agent can be notified of the buffer not being available.
In such a case a credit can be allocated sooner a buffer is
available or at any other defined criteria. In another embodi-
ment, a run-time check of a ‘not high’ request can be done,
and sooner the status of the same changes, a credit can be
allocated. Number of time a ‘not high’ request is being
received can also be a parameter for deciding when the
credit is to be allocated. One should appreciate that any other
possible combination or new criteria for deciding when to
allocate a credit is completely within the scope of the instant
disclosure.

FIG. 6 illustrates an example implementation of a flow
diagram for processing a request to accept data in accor-
dance with an example implementation of the present inven-
tion. In an example flow for processing a request for
accepting data from a requesting agent, a request for accept-
ing data is processed by a receiving NoC agent at 600. At
601, a determination is made, by the receiving NoC agent,
as to whether the request is associated with a credit for buffer
allocation. If so (Yes), the protocol proceeds to 602, wherein
the request is accepted and a buffer is allocated from
memory of the receiving NoC agent to accept the data.
Otherwise (No), a handshake protocol is invoked, and the
flow proceeds to 603, wherein a determination is made as to
whether a buffer can be allocated to accept the data of the
request. If so (Yes), then the flow proceeds to 604, wherein
the receiving agent issues a credit for buffer allocation to the
requesting agent. In this manner, the requesting agent can
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subsequently send the request with the credit for the buffer
allocation to compel the receiving agent to allocate a buffer
for the data.

If a buffer cannot be allocated to accept the data for the
request (No), then the flow proceeds to 605, wherein the
receiving NoC agent sends a message to the requesting agent
that indicates that no buffer is available for the requesting
NoC agent. The message may be implemented in various
ways, depending on the desired implementation. In one
example implementation, the message may be associated
with a time interval such that the requesting NoC agent
resends the request to the receiving NoC agent once the time
interval has elapsed. Time interval can be set based on
desired implementation (e.g., based on QoS policy, band-
width allocated to the agent, etc.). Alternatively, time inter-
val can be determined by the requesting NoC agent based on
desired implementation of the requesting NoC agent, and the
requesting agent can be configured to automatically resend
the request after the time interval has elapsed.

In another example implementation, the message may be
associated with instructions to the requesting agent to wait
until a credit for buffer allocation is issued by the receiving
agent. In this example implementation, the requesting NoC
agent does not attempt to resend the request until it receives
a credit, wherein the requesting agent resends the request
along with the credit to compel the allocation of a buffer for
the data.

In an example implementation, receiving NoC agent can
also be configured to issue one or more credits for buffer
allocation to one or more requesting NoC agents based on
QoS policy. In an example implementation, receiving NoC
agent can preemptively issue one or more credits to agents
that are well known to be potential requesting NoC agents in
view of the receiving NoC agent. In this manner, requesting
agents can thereby send a request and use one of the
preemptively received credit and avoid the handshake pro-
tocol. After a requesting agent has used up all of its
associated credits, requesting agent can be mandated to
obtain additional credits via the handshake protocol. Issu-
ance of credits by the receiving agent can also depend on the
QoS policy. For example, a known requesting agent that
requires a higher bandwidth may be issued credits, whereas
agents that have smaller bandwidth requirements may not be
issued credits, or may be issued fewer credits.

In an example embodiment, receiving NoC agent can also
be configured to issue credits to requesting agents dynami-
cally. For example, while the receiving NoC agent is receiv-
ing data and allocating a buffer from a requesting agent, the
receiving agent can issue additional credits to the requesting
agent or to other agents in accordance with the QoS policy.
The receiving agent can also dynamically allocate buffers
based on the credits outstanding (e.g., issued but not yet
received).

Furthermore, credits for buffer allocation can be preemp-
tively provided based on expectation of receiving a message
such as a reply to a request. FIGS. 7(a)-(f) and 8(a)-(d)
illustrate example implementations involving preemptively
issuing a credit for buffer allocation. Specifically, FIG.
7(a)-(f) is an example when a handshake protocol is applied.
Interaction between two NoC agents requires a total of six
transactions. During the first three transactions: a request is
first sent (FIG. 7(a)) from a requesting NoC agent 702 to a
receiving NoC agent 704 without a credit; the receiving
agent 704 issues (FIG. 7(b)) a credit for buffer allocation
back to the requesting agent 702; and the requesting agent
702 then receives the credit and resends (FIG. 7(¢)) the
request with the credit for buffer allocation.
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During the next three transactions, the receiving agent
704 sends (FIG. 7(d)) a message to the requesting agent 702
to indicate that the buffer has been allocated and storage of
data has been completed. However, the requesting agent 702
may also be acting as a receiving agent for other agents of
the NoC and may not be able to process the message when
the message is sent. The requesting agent 702 therefore
issues (FIG. 7(e)) a credit for buffer allocation to the
receiving agent 704, whereupon the receiving agent 704
resends (FIG. 7(f)) the message with the credit.

In an implementation, number of transactions in FIG.
7(a)-(f) can be reduced from six transactions to four trans-
actions by preemptively issuing credits for buffer allocation.
FIG. 8 illustrates an example involving preemptive issuance
of credits as applied to FIG. 7(a)-(f). The first three trans-
actions FIGS. 8(a)-8(c) are similar to that of FIGS. 7(a)-7
(¢), only in this example the requesting agent 802 knows that
the receiving agent 804 will provide a message to indicate
completion/failure of the storage of data into the buffer.
Therefore, when the requesting agent 802 resends (FIG.
8(¢)) the request and credit for buffer allocation, the request-
ing agent 802 also issues a credit for buffer allocation as a
return credit for the message. Thus, the receiving agent 804
only needs one transaction to send (FIG. 8(d)) the message
to the requesting agent 802 by attaching the return credit to
the message. The requesting agent 802 can then be com-
pelled to store the message in its buffer.

In example implementations of the present disclosure,
buffers in memory of a receiving agent 804 can be used to
form a common pool, or can be reserved for use only by
specific requesting agents 802 based on the QoS policy. In
either implementation, buffer can be allocated according to
the QoS policy and the handshake protocols. For example,
for implementations that reserve buffers for specific request-
ing agents, the receiving agent 804 can decide to preemp-
tively allocate buffers to specific agents based on the QoS
policy (e.g., 10 buffers for agent 1, 20 buffers for agent 2,
etc.), wherein the buffers allocated are only utilized by
specific agents as determined by the receiving agent.

In another example implementation, a common pool of
buffers can be utilized, wherein buffers are allocated based
on QoS policy. In such an implementation, receiving agent
can be configured to keep track of how many credits were
given to each requestor during a predetermined period (e.g.,
last T cycles) depending on the desired implementation.

To illustrate an example implementation involving a pool
of buffers, let the number of buffers allocated to each of the
requesting agents associated with the receiving agent be
denoted as by, b,, b;, b,, where 1, . . ., and n denotes the
requesting agent. For each cycle T, the receiving agent can
be configured to determine how many buffers has the
receiving agent given to each requestor. Let C,, C,,
Cs, ..., C, be a constant indicative of a threshold of buffer
allocations for agents 1, . . ., and n. In one example, the
receiving agent can automatically issue a credit if b,<C,
otherwise the handshake protocol can be used to determine
allocation of a credit.

Other variations of this implementation are also possible.
For example, a function f (b, b,, b,) can be implemented
such that if b,<[C,*function (b,, b,)], a credit can be auto-
matically issued. Function can be predicated on any factor as
needed for the desired implementation. For example, the
function can optimize credit allocation such that credits are
issued if other agents are idle. In such an implementation,
function can be configured such that if other b, b,, b, are
zero, the function is a high number (e.g. (summation of
C,/summation of b,). This is because when a value of b is



US 9,473,415 B2

11

zero, the requesting agent is idle as the requesting agent has
not asked for anything for last T cycles. Other functions are
also possible based on the desired policy.

In an example embodiment, an implementation involving
a common pool of buffers can be used in conjunction with
or separately from an implementation involving reserving
buffers for specific receiving agents.

In example implementations where buffers can be
reserved for specific requesting agents, receiving agent can
send pre-credits to the specific requesting agents based on
reserved buffers. Similar implementations can also be used
with the implementation involving a common pool of buf-
fers, wherein number of pre-credits can be based on some
algorithm according to a desired implementation. For
example, when a buffer is available in the pool, pre-credit
can be automatically sent based on determining requesting
agents that need a credit (e.g., are either waiting, were
previously denied, etc.)), (C;,=b,) can be computed, request-
ing agents having highest value of (C,-b,) can be deter-
mined, and a credit can be issued to requesting agent when
a buffer is available. Other implementations are also pos-
sible, such as sending a credit to the requesting agent that has
the highest value of [(C,-b,)/b,], or by other weighted
allocation schemes depending on the desired implementa-
tion.

In other example implementations, certain requests can be
prioritized over other requests. In such an implementation,
the receiving agent can be configured to process a request for
accepting data from a requesting agent associated with the
NoC and determine a priority of the request. When the
priority of the request is determined to be high, the receiving
agent can automatically allocate a credit for buffer allocation
to the agent. In this manner, high priority requests can be
processed more quickly by ensuring that a credit is sent to
the requesting agent without requiring the agent to wait or
resend the request at a later time interval. For requests that
are not high priority, the receiving agent can utilize a
handshake protocol as described above to either notify the
agent of buffer not being available or allocating a credit
when buffer is available. The notification can take the form
of an indication such as a message, or can be implemented
in other ways depending on the desired implementation.

Further, the priority scheme can be implemented based on
desired implementation of the NoC. For example, if requests
from the Central Processing Unit (CPU) agent of the NoC
are considered to be high priority, then requests from the
CPU can be indicated as high priority by either a flag or by
other implementations. In an example implementation, a
high priority request can always be serviced before a request
that is not high priority and no arbitration is needed for the
high priority requests. If multiple high priority requests are
received by the requesting agent, arbitration implementa-
tions such as the credit system and handshake protocol as
described above can be applied to arbitrate between multiple
high priority requests.

FIG. 9 illustrates an example computer system 900 on
which example implementations may be implemented. In an
example embodiment, system 900 can include a computing
device such as a computer 905, which may involve an /O
unit 935, storage 960, and a processor 910 operable to
execute one or more units as known to one of skill in the art.
The term “computer-readable medium” as used herein refers
to any medium that participates in providing instructions to
processor 910 for execution, which may come in the form of
computer readable storage mediums, such as, but not limited
to optical disks, magnetic disks, read-only memories, ran-
dom access memories, solid state devices and drives, or any
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other types of tangible media suitable for storing electronic
information, or computer readable signal mediums, which
can include media such as carrier waves. The I/O unit 935
processes input from user interfaces 940 and operator inter-
faces 945 which may utilize input devices such as a key-
board, mouse, touch device, or verbal command.

Computer 905 may also be connected to an external
storage 950, which can contain removable storage such as a
portable hard drive, optical media (CD or DVD), disk media
or any other medium from which a computer can read
executable code. The computer may also be connected an
output device 955, such as a display to output data and other
information to a user, as well as request additional informa-
tion from a user. Connections from computer 905 to user
interface 940, operator interface 945, external storage 950,
and output device 955 may be through wireless protocols,
such as the 802.11 standards, Bluetooth® or cellular proto-
cols, or via physical transmission media, such as cables or
fiber optics. Output device 955 may therefore further act as
an input device for interacting with a user.

Processor 910 may execute one or more modules includ-
ing a memory controller module 911 that is configured to
generate instructions for transmitting data/packets into/from
memory controllers of one or more agents of NoC. Module
911 can also be configured to facilitate Quality-of-Service
(QoS) through various protocols such as a QoS policy,
handshaking protocols, and other protocols depending on
desired implementations, wherein the module 911 can either
configured within each memory controller of respective
NoC agent, or in a group/sub-group of controllers, or can be
externally implemented to control and be operatively/com-
municatively coupled with respective memory controllers.
Instructions of the module 911 can be configured to facilitate
interaction between the data/packet requesting NoC agents
and receiving NoC agents. Such instructions, for instance,
can be implemented on a non-transitory computer readable
medium and configured to process a request for accepting
data, wherein the module 911 may determine whether to act
on the request or deny the request. Module 911 may also be
configured to implement and allocate bandwidth to associ-
ated NoC agents based on a QoS policy by issuing credits for
buffer allocation, thereby behaving as a QoS policy allocator
(QPA).

In some example implementations, the computer system
900 can be implemented in a computing environment such
as a cloud. Such a computing environment can include the
computer system 900 being implemented as or communi-
catively connected to one or more other devices by a
network and also connected to one or more storage devices.
Such devices can include movable user equipment (UE)
(e.g., smartphones, devices in vehicles and other machines,
devices carried by humans and animals, and the like),
mobile devices (e.g., tablets, notebooks, laptops, personal
computers, portable televisions, radios, and the like), and
devices designed for stationary use (e.g., desktop computers,
other computers, information kiosks, televisions with one or
more processors embedded therein and/or coupled thereto,
radios, and the like).

Furthermore, some portions of the detailed description are
presented in terms of algorithms and symbolic representa-
tions of operations within a computer. These algorithmic
descriptions and symbolic representations are the means
used by those skilled in the data processing arts to most
effectively convey the essence of their innovations to others
skilled in the art. An algorithm is a series of defined steps
leading to a desired end state or result. In the example
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implementations, the steps carried out require physical
manipulations of tangible quantities for achieving a tangible
result.

Moreover, other implementations of the present applica-
tion will be apparent to those skilled in the art from
consideration of the specification and practice of the
example implementations disclosed herein. Various aspects
and/or components of the described example implementa-
tions may be used singly or in any combination. It is
intended that the specification and examples be considered
as examples, with a true scope and spirit of the application
being indicated by the following claims.

What is claimed is:

1. A non-transitory computer readable storage medium
storing instructions for executing a process, the instructions
comprising:

processing a request for accepting data from an agent

associated with a Network on Chip (NoC), the process-
ing comprising:

receiving data associated with the request when the

request is associated with a credit for buffer allocation;
and

utilizing a handshake protocol to process the request when

the request is not associated with the credit for buffer
allocation;

wherein the handshake protocol comprises:

determining if a buffer is available for receiving data
associated with the request;

for a determination indicative of the buffer being avail-
able for receiving data, issuing the credit for buffer
allocation to the agent; and

for a determination indicative of the buffer not being
available for accepting data, notifying the agent with
an indication of the buffer not being available.

2. The non-transitory computer readable storage medium
of claim 1, wherein the indication further comprises instruc-
tions for the agent to wait for an issuance of the credit for
buffer allocation.

3. The non-transitory computer readable storage medium
of claim 1, wherein the indication is associated with a time

interval for the agent to resend the request upon an elapse of

the time interval, wherein the time interval is determined by
one of:
the agent; and
the indication.
4. The non-transitory computer readable storage medium
of claim 1, wherein the instructions further comprise:
issuing one or more credits of buffer allocation to one or
more agents based on a Quality of Service (QoS)
policy.
5. The non-transitory computer readable storage medium
of claim 1, wherein the instructions further comprise:
receiving a return credit from the agent; and
sending a return message and the return credit in response
to the request for accepting data.
6. An agent associated with a Network on Chip (NoC),
comprising:
a processor, configured to:
process a request for accepting data from another agent
associated with the NoC, by:
receiving data associated with the request when the
request is associated with a credit for buffer alloca-
tion; and
utilizing a handshake protocol to process the request
when the request is not associated with the credit for
buffer allocation;
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wherein the processor is configured to utilize the hand-

shake protocol by:

determining if a buffer is available for receiving data
associated with the request;

for a determination indicative of the buffer being
available for receiving data, issuing the credit for
buffer allocation to the another agent; and

for a determination indicative of the buffer not being
available for accepting data, notifying the agent
with an indication of the buffer not being avail-
able.

7. The agent of claim 6, wherein the indication further
comprises instructions for another agent to wait for an
issuance of the credit for buffer allocation.

8. The agent of claim 6, wherein the indication is asso-
ciated with a time interval for the another agent to resend the
request upon an elapse of the time interval, wherein the time
interval is determined by one of:

the another agent; and

the indication.

9. The agent of claim 6, wherein the processor is config-
ured to: issue one or more credits of buffer allocation to one
or more other agents based on a Quality of Service (QoS)
policy.

10. The agent of claim 6, wherein the processor is
configured to:

receive a return credit from the agent; and

send a return message and the return credit in response to

the request for accepting data.

11. A method for processing a request for accepting data
from an agent associated with a Network on Chip (NoC), the
method comprising:

receiving data associated with the request when the

request is associated with a credit for buffer allocation;
and

utilizing a handshake protocol to process the request when

the request is not associated with the credit for buffer
allocation;

wherein the handshake protocol comprises:

determining if a buffer is available for receiving data
associated with the request;

for a determination indicative of the buffer being avail-
able for receiving data, issuing the credit for buffer
allocation to the agent; and

for a determination indicative of the buffer not being
available for accepting data, notifying the agent with
an indication of the buffer not being available.

12. The method of claim 11, wherein the indication further
comprises instructions for the agent to wait for an issuance
of the credit for buffer allocation.

13. The method of claim 11, wherein the indication is
associated with a time interval for the agent to resend the
request upon an elapse of the time interval, wherein the time
interval is determined by one of:

the agent; and

the indication.

14. The method of claim 11, further comprising:

issuing one or more credits of buffer allocation to one or

more agents based on a Quality of Service (QoS)
policy.

15. The method of claim 11, further comprising:

receiving a return credit from the agent; and

sending a return message and the return credit in response

to the request for accepting data.

16. An apparatus configured to generate instructions for
an agent associated with a Network on Chip (NoC) for
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processing a request for accepting data from an agent
associated with a Network on Chip (NoC), the instructions
comprising:
receiving data associated with the request when the
request is associated with a credit for buffer allocation;
and

utilizing a handshake protocol to process the request when
the request is not associated with the credit for buffer
allocation;

wherein the handshake protocol comprises:
determining if a buffer is available for receiving data
associated with the request;
for a determination indicative of the buffer being avail-
able for receiving data, issuing the credit for buffer
allocation to the agent; and
for a determination indicative of the buffer not being

available for accepting data, notifying the agent with
an indication of the buffer not being available.
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17. The apparatus of claim 16, wherein the indication
further comprises instructions for the agent to wait for an
issuance of the credit for buffer allocation.

18. The apparatus of claim 16, wherein the indication is
associated with a time interval for the agent to resend the
request upon an elapse of the time interval, wherein the time
interval is determined by one of:

the agent; and

the indication.

19. The apparatus of claim 16, wherein the instructions
further comprise:

issuing one or more credits of buffer allocation to one or

more agents based on a Quality of Service (QoS)
policy.

20. The apparatus of claim 16, wherein the instructions
further comprise:

receiving a return credit from the agent; and

sending a return message and the return credit in response

to the request for accepting data.

#* #* #* #* #*



